Received: 11 May 2022 Revised: 7 March 2023

W) Check for updates

Accepted: 26 April 2023

DOI: 10.1002/rnc.6762

RESEARCH ARTICLE

WILEY

Event-triggered consensus Kalman filtering for
time-varying networks and intermittent observations

Aviv Priell

!Department of Guidance, Navigation and
Control, Lulav Space Ltd., Haifa, Israel
ZFaculty of Aerospace Engineering,
Technion - Israel Institute of Technology,
Haifa, Israel

Correspondence
Daniel Zelazo, Faculty of Aerospace

| Daniel Zelazo?

Abstract

This work introduces an improved design approach for distributed event-
triggering consensus Kalman filtering (DETCKF). We consider a network of sen-
sors that are able to observe a linear discrete-time stochastic process with known
dynamics. The sensors cooperate through information exchange over a possi-
bly time-varying communication network to obtain an estimate of the process
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state. We propose event-triggering conditions and consensus gains for which the
error dynamics of the filter are stable. Both are derived from a Lyapunov-based

stability analysis. We also propose an event-triggering scheme for scenarios in
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which some of the agents have intermittent observability of the process—that
is, they are not able to measure the process dynamics. Under mild conditions on
the sensing architecture, we show that even in this case it is possible to design a
stable event-triggered estimate of the process state. We validate our results with
numerical simulations and compare with other solutions in the literature.
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1 | INTRODUCTION
Cooperative estimation refers to a group of agents, equipped with sensing devices and communicating capabilities,
working together to achieve an improved estimate of some detectable process. This complex problem has been a major
subject of interest in various research communities due to its wide range of applications including autonomous vehi-
cles,? semiconductors,® Internet-of-Things,* mapping and localization,>® and space research.” The recently enhanced
wireless sensors manufacturing capabilities led to an increase in the scale (number of agents) for wireless sensor
networks. Considering cooperative estimation, the latter have instigated the necessity to discuss constraints such
as network bandwidth® and global plus local energy consumption.’ Essentially, the trade-off between an estimator
performance level and the data transmission required to obtain it came into mind. For some researchers,'®!! the
cost function is no longer solely based on estimation accuracy terms, but includes a penalty on the total energy
consumption.

One of the mechanisms found in order to cope with these constraints is referred to as distributed event-triggered
estimation (DETE).!? In this scheme, each agent in the system retrieves or transmits information to its neighbors only
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when some rule is violated. The rule comprises a set of conditions which must be locally examined at each iteration
step. Violation of the rule will trigger an event and information will be shared. Between events, the agents will run a
Kalman based estimator that relies only on locally obtained information. The system aims to globally converge to the true
process state.

In this work we consider the consensus Kalman filter, which was first introduced in References 13 and 14. This esti-
mator employs a consensus algorithm term that is fused with a classical Kalman estimator structure. This provides, for
a given communication topology, a mechanism which enables the utilization of neighboring information to improve the
state estimate of each sensor node. In this estimator architecture, the measurement or the estimate of an agent is broadcast
to it’s neighboring agents at every time instance.

Traditionally, distributed state estimators such as the discrete consensus Kalman filter assume that measurements
are acquired at every time step. This mechanism was outdated as constraints and restrictions on data transmission
and bandwidth arose. In this direction, the consensus Kalman filter combined with an event-triggering mechanism
is a subject of increasing interest in recent years. For example, in Reference 15, the send on delta (SoD) rule is dis-
cussed, where each agent transmits its local estimates to its neighbours only if the difference between the most recent
transmitted estimate and the current estimate exceeds some threshold. The author of Reference 16 expanded this
research while addressing data transmission from a sensor to its peer estimator, where the estimator-to-estimator
communication is discussed. For this scenario, the event-trigger condition is based on measurements only. In
Reference 17, the issue of intermittent observations was tackled by introducing a binary variable to the update
equations.

It should be noted that, to our knowledge, no comparison has been made between this approach and the non-
cooperative consensus Kalman filter (NCLKF), where each sensor implements a Kalman filter without any exchange
of information from other sensors in the network. This comparison is insightful for the application designer in order
to understand the benefits of implementing distributed approaches. Furthermore, many works dealing with this topic
employ a consensus gain which is computed in a centralized manner and requires knowledge of global network prop-
erties.!>!81% This methodology is both difficult to implement and may require heavy computational power in case of
large scale networks. More importantly, centralized methods are fragile and are not able to cope with time-varying
communication architecture. In the survey paper,° recent works that employ a decentralized methodology to solve
the cooperative estimation problem are presented. Specifically, the authors in References 21 and 22 constructed a
decentralized mechanism to handle time-varying communication topologies assuming that the network varies with a
binary distribution. However no solutions are available (to the authors knowledge) for a general time-varying networks
scheme.

In this direction, our contributions are listed below:

(i) leveraging existing solutions from the literature, we propose an event-triggered consensus Kalman filter architec-
ture. We provide both centralized and decentralized approaches for computing the consensus gain while ensuring
the estimation error stability;

(ii) we propose an event-triggered consensus Kalman filter architecture for time-varying communication topologies.
We also provide a strategy for scenarios where sensing agents may only be able to observe the process intermittently
(i.e., due to occlusion between the sensor and process, malfunction, or other);

(iii) we provide extensive comparisons through numerical simulation between different schemes including the NCLKF
where the energy consumption versus performance trade-off is discussed.

The article is organized as follows. Section 2 provides an overview of the event-triggered consensus Kalman filter
estimator. In Section 3, we derive a consensus gain factor and event-triggering condition which ensures the asymptotic
stability of the noiseless error dynamics. In addition, a decentralized consensus gain is proposed along with a suitable
event-triggered condition. In section 4, scenarios with nonobservable agents are tackled. In Section 5 simulation results
are presented and finally, concluding notes are made in Section 6.

Notations

Let R denote the set of real numbers, R"” the n-dimensional Euclidean space and R™" the set of n X m real matrices. Let
diag{M! i, denote the block diagonal nd X nd matrix where the ith block is equal to M I e R4 and let [M] j denote the
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ij-entry of the matrix M. The maximal and minimal eigenvalues of the matrix M are denoted by Am.x(M) and A (M),
respectively. The notation A ® B denotes the matrix Kronecker product of A and B.

2 | THE EVENT-TRIGGERED CONSENSUS KALMAN FILTER

In this section, we review the basic setup for constructing a distributed event-triggered consensus Kalman filter. We
begin with reviewing existing consensus Kalman filter solutions and then present the transmission-based event-triggered
mechanisms that will be incorporated into the consensus Kalman filter to form the ETCKF.

Consider a network comprising N interacting agents where the interaction topology can be described by an undirected
graph G =V, £). Here, V = {1,2, ... ,N} denotes the node set and £ C V X V denotes the edge set indicating which
agents can exchange information with each other. In undirected graphs, information flow is always bi-directional, that
is, (u,v) € € implies (v,u) € £. We also consider directed graphs where information flow has a specific direction such
that (u,v) € &€ does not necessarily means that (v, u) € £. The neighborhood of a node v € V is the set of agents incident
to it, that is, N, = {u € V | (u,v) € £}. The graph can also be represented using the in-degree Laplacian matrix, L €
RN*N_ defined as [L]; = |V;|, and [L]; = —1if (j,i) € &€, and [L]; = 0 if (j, i) & £.2* Note that for undirected graphs, the
(in-degree) Laplacian matrix is symmetric.

Each agent observes a linear discrete-time stochastic process described by the dynamics

P i Xiy1 = Axy + By, ®

where x;, € R" is the state vector and wy, is an additive white Gaussian noise such that [E [wkwlT] = Q6y;, where &y is the
Dirac Delta function. Each agent is capable of measuring the process state using the observation model

zf{ = Hix; + vf(, )]

where z}c € R™ is the measurement obtained by agent i, H' € R™*" is the observation matrix, and v;'( eR™ is a
measurement noise assumed to also be additive white Gaussian noise with [E [v;'{(v;')T] = R'§y,. Additionally we assume
that R' € R™>*™ is invertible and that (4, H') make an observable pair for every agent.

The distributed consensus Kalman estimator (DCKE) was first proposed in Reference 24 and is constructed as

=% +Ki (4 -H%)+C Y (% -%), 3)
=y

where K’ and C' are the Kalman and consensus gains of the ith agent, respectively, and %' and % are the posteriori and a
priori state estimate of the ith agent, respectively. The consensus Kalman estimator (3) is composed of a classic Kalman
estimator term and a consensus term based on neighbors estimates.

In Reference 25, the optimal Kalman gain was derived by minimizing the local mean squared error (MSE) with respect
to K;'{. The optimal gain for each agent was found to be

. ) _ii ) . PR I . PR &
K=cy <P’k’l - PL) HT (R’ + H’P}(HIT) + P;H’T(Rl + HlP;HlT) ,
JEN;

where P' is the ith agent a priori error covariance and P is the ith and jth agents’ a priori cross correlation term. The
corresponding update equations incorporate two-hop neighbor information exchange. For example, in a complete graph
this would mean that each agent would retrieve N(N — 1) cross correlation terms at each step. This served as the moti-
vation to construct the following sub-optimal distributed consensus Kalman filter (SOCKF) which utilizes only (one
hop) neighboring state estimates and discards the consensus terms from the error covariance and Kalman gain update
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equations:?

Estimation
X . . X s X -1
Ki = PLH'T (Rl + HLP}(H‘T)
P = FIP,FIT + KIRIKIT

{ % =% +K (s -H%)+C Y <xfk—5c;'€> @)
JEN;
Prediction
=i _ Al
xl_c+1 - Axk

PL,, = APLAT + BQBT

L

where FI‘( =I- K}CH i, The omission of the consensus terms from the Kalman gain and error covariance update equation
is justified with the assumption that the consensus gain is relatively small. We would like to emphasize that one
must be careful while selecting a small consensus gain since this might lead the consensus component in the DCKE
to be negligible, as shown in Reference 26. Nevertheless, in Reference 25 it was shown that (4) has stable estimator
dynamics.

The distributed event-triggered consensus Kalman estimator (DETCKE) was first proposed by.?’ The DETCKE structure
is given as

=% +KL (4 -H%)+C Y (¥ -%). )
JEN;

Here, ¥ denote the jth agent state propagation, used in the ith agent estimator, according to the following event triggering
mechanism (ETM),

N R T

i 0 » Vje N;uli}, ©)
Colan,. R ({xlf}sef\fju{j},x’k> <0

where fli ({ )?i] }ee Nulihs J'c’k> is the event triggering function comprising local network properties and locally computed esti-

mates, evaluated by the jth agent in each step. Formally, if the event-triggered condition (ETC) fl{ <{)~cskj Ysenutiys )‘c’k> <0is

satisfied, then the ith agent will continue propagating the most recent state prediction obtained from the jth agent (assum-
ing they are neighbors). If the ETC is violated then the jth agent will broadcast its current state prediction as depicted
in Figure 1. The function f,{ ({Sczj}se MUU},X:’,;) holds a key role in the filter update equations. If not well formulated, this
function could lead to the absence of events which may cause the local estimation errors to diverge. On the other hand, it
may generate an event at each time instance such that the event-triggered consensus Kalman estimator, for all practical
purposes, serves as the consensus Kalman estimator (3). We note that the authors in Reference 27 designed the ETF based
on the Kullback-Leibler (KL) divergence.?® In the following sections we shall utilize different approaches to construct
the ETF.

3 | EVENT-TRIGGERED CONSENSUS KALMAN ESTIMATOR DESIGN

In this section we explore both centralized and decentralized approaches for designing the consensus gain term C]"{ in
(5). Additionally, we explore an event-triggered mechanism to reduce transmission loads while ensuring the stability of
estimators with form (5).
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FIGURE 1 DETCKE structure for the ith agent where an agent transmits its state predictions once an event is triggered.

| Event-triggered condition for a centralized consensus gain

We now consider the consensus gain structure as proposed,

¢t = nbh(F) ™

Additionally we consider the event-triggered condition for the ith agent, as proposed in Reference 18,

o » i T Ji i
s <{xlkl}je./\/'iu{i}’x;c> = (%, — %) Z (xlkl —x}{’) <0
JEN;

Theorem 1 (DETCKE stability). Consider a group of N agents interacting over an undirected, connected and
static graph G with Laplacian matrix L, where each agent observes the process (1) with observation model (2).
The noiseless estimation error for the DETCKE (5), the event-triggered mechanism (6) with the event-triggered

. . N Al =T o
condition (8), the choice of consensus gain C, = P (F;{) and any consensus factor satisfying

2

0<n< ' 5
I (diag{ (F) " P(r) T

)

i=1

> Amax(L)

is asymptotically stable.

Proof. To prove the theorem, first we choose a quadratic Lyapunov function and show that for the suggested
consensus factor and event-triggered condition, the Lyapunov function is monotonically decreasing. Let ;, =
Xk — X, i = Xk — X and 7, = X — X, be the estimation, prediction, and propagation errors, respectively. The
noiseless error dynamics are

.= -KHY +Cl Z (nZ - ﬁ;'j)
N—— JEN;

Fy

Si Al
My = Ally
For notational convenience, we define

%= 2, (n- ).
JeN

representing the consensus term in the dynamics. Consider now the following Lyapunov function,

N
Vie= ) ()" (P~

i=1

(7

®)

Next we will propose a range of values for the consensus factor yx appearing in (7), that ensures the stability of the error
dynamics of the estimator. This is presented in the following theorem.

©)
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We define the Lyapunov step difference function 6V = Vi — Vi_1. The Lyapunov difference along the system
trajectories is

N N
Vie = Zw;;)T(PL)—In,i - Zf<n,i_1)T(P}c_1>—1n;_l
i=

o in\T i _ . . P . N _ .
> (Fdn_, +Ci) o™ (FAn_, + Cii) = ()" Pee) ™,

DRI

i . N . N . . N Al i~
> )" (ATEDT B FA = B ) i + 23 )T ED Bl i + Z(uk> TPy clal.

i=1

Il
—

It was shown in Reference 26 that the matrix ¥, = AT(F;C)T(IA?;C)‘lF,iA - (13;.{_1)‘1 satisfies ¥, <0, that is, it is
negative definite. Recall the consensus gain structure from (7),

Cl = pPk(F) T = yiP, (10)

where the second equality stems from the well-known result in Kalman filtering that P, = F) Py (see Refer-
ence 29). Inserting (10) into 6V produces

N N N
SVie= ) () "Winl_ +2nc ) @) L+ v Y @)Y L, 11
i=1 i=1 i=1

where Yi = (Fi) "By (Fi) ™"
We now consider the event-trigger condition for the ith agent,

X i » _ N
S <{x]kl b’eM-u{iM%) (%, —X) @,
= (1, -

If ETC (12) is violated, then according to ETM (6) we obtain that %, = X]’ or equivalently 7, = 7} such that:

i) il <o0. (12)

——
3

2n@)" i, = 2"
If ETC (12) is satisfied, then the following inequality holds:
2n() g, < 2n(iH . (13)
Thus the second term in (11) satisfies
2yk2(nk)Tul ykZ( ', (14)

for each time step k. Additionally, we know that ¥ is the same for all i € W}, that is,
=%V {i,s} € N},
such that the following equality holds,

e = (L @ In) 7, (15)
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with o = [@)" @)" - (af{")T]T. Fusing (14) and (15) into (11) yields
N N N
8Vie= Dk )"Winl_ + 20 ) AT, + v Y @) Y
=1 i=1 i=1

N N
<20 ) DT 8L + 1 Amax (Vi) Y (00) "t
i=1 i=1

< =27y (L ® In) i + 1 Amax(Y)iiy (L ® I) (L & 1) iy
< =2k = 7} Amax(Yi) Amax(L))ii} (L & 1) iy <0, (16)

where Yy = diag{ Y]i }Iii ,- Hence, for any consensus factor which satisfies

2

0 S S —9
= (V) Amax(D)

a7

the Lyapunov difference (11) is strictly decreasing. [

It should be noted that by choosing y, = 0, we obtain the NCLKF for which stability is ensured. We have shown that
by selecting a consensus factor which satisfies (17), consensus gain structure (7), and ETC (12), we are able to guarantee
the stability of the noiseless estimation error. Note that the upper-bound for y; in (17) is a function of a global property
of the network, Amax(L), leading to a centralized computation, as illustrated in Figure 2. From a practical standpoint this
bound can only be useful if the underlying communication graph is static. However, in most-real world scenarios, this
assumption cannot be assumed. This motivates the next section of this work, where we propose a consensus gain that
can be computed both distributedly and as a function of only local neighborhood properties, thus ensuring robustness
against time-varying communication topologies.

Remark 1. The consensus gain proposed in Reference 18 has the form
i i-1
2F]’€F ]é

= T ) A @) (18)

where I} = (F}{)TAT(P;()‘lAF + and I = diag{I}}Y . The computation of (18) requires the assumption that
the matrix A is nonsingular. However, even if it is nonsingular but ill-conditioned, it may still lead to numerical
challenges. This is in contrast to the gain proposed in this work that does not require inversion of the process
dynamics. The performance degradation of (18) with respect to the consensus gain stated in Theorem 1 will
be presented in Section 5.

Agenti
EP ‘: z!
! ﬁ:——b Measurement |——
bo---- ETC 5 Local i
N : A - Kalman [
: & | C Filter
[ | onsensus [——»
| Nok ppl c
 ETC |
fmmmmmmmmmmmee ] 3 fl:_ ___________ e - _$ ______ .
i Centralized Computatio !

FIGURE 2 DETCKE structure for the ith agent-centralized consensus gain architecture.
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3.2 | Event-triggered condition for a decentralized consensus gain

In the previous subsection we proposed a centralized solution for the determination of the consensus factor y, that
required global network information, that is, the largest eigenvalue of the Laplacian matrix L and the augmented matrix
Y. In our previous work,?® we showed that this choice of gain can be problematic for time-varying communication net-
works. Additionally, for large-scale networks, the centralized architecture may also require heavy computational tools.
In this subsection, we propose a decentralized event-trigger scheme in which the event-triggering function and the
consensus factor are formulated such that only local network properties are required.

Consider a group of N agents, interacting over a time-varying and undirected communication graph, denoted by Gy.
Each sensor observes the process (1) with observation model (2) and the consensus Kalman estimator:

K =% 4K, (4 -HE)+C Y (T -%). (19)

JEM.k

where N is neighborhood of the ith agent with respect to the graph Gy, ﬁ;{ = 1 if the jth agent broadcasts its information
and ﬁ;{ = 0, otherwise. In (19), we use the broadcasting neighbors a priori state prediction in the consensus term instead

of the state propagation )Nc]kl of nonbroadcasting agents as formulated in (5). In this direction, we introduce the following
ETM:

Lo (18 hewon %) >0

S . Vje Nulil (20)
0. f(1Ehewon %) <0

Additionally, we consider the SoD event-triggering condition for the jth agent:
£ (6 Ysenonn %, ) = I - %I -5 <o, @

where %/ is formulated as in (6) and 6 € R is some constant threshold so that an agent will broadcast (trigger an event) if
the error norm between the state prediction and the state propagation exceeds some value.

To simplify future discussion, we introduce a new notation set to describe the instantaneous broadcast channels of an
event-triggering scheme. Let Li be the Laplacian matrix for the sensing network Gy describing the available communica-
tion channels between each agent at step k. Let G; = (V, ‘91:) denote the transmission graph of agents for which an event
was triggered such that

& =1{G.0 | f,=1.j€ Nu)
Additionally, let L;’(‘ be the Laplacian matrix for the directed sensing network g;:. Finally, let ./\fl.*k be the local neighborhood

of the ith agent with respect to §; such that N = {j | ,b‘]’C =1,i € Njk}.
Thus, (19) can be reformulated as

i =x +K. (¢, - H'X) + CL Z (%-%). (22)

We now consider the following consensus gain,

L
) —F!, | .* | >0

Cl= Wil (23)
0, |N* | = 0
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Note that for the case where an agent has no broadcasting neighbors, that is, | V%, | = 0, the consensus term will be
zero and the agent will run the NCLKF. In this case it is straightforward that the n01se1ess error dynamics are

= An. (24)

For the nonempty neighborhood case, the local noiseless error dynamics are

i i 1 i S i
= Byl + ————F, ¥, (7, ~1.)
|J\flk| +1 JENG,

*

—Fiji + ,71 i i
k''k | +1 k]E%* | +1 k''k
— k Z ,,1
TN HL | +1 5 Nt
i = Al (25)
and the augmented noiseless error dynamics are
Mk = dlag{F}{A}fil (INn - (DIZIL;; ® In)) k-1
= diag{F, }Y ((Un — D;'L}) ® A)i1. (26)

with Dy = diag(|N} | + 1},
Under the case where each sensor has the same observation of the process, we can arrive at the following result.

Theorem 2. Assume thateach sensor in the network measures the process (1) using the same observation model
zo =Hx +vi, i=1,...,N,

where v;{ is the zero-mean Gaussian measurement noise with }E[v;'c(vg)T] = Réy. Additionally, assume that

each agent activates the event-triggered consensus Kalman filter (22) with the consensus gain (23) and the
event-triggered mechanism with event trigger condition (21) over a time-varying communication graph Gy. Then
the error dynamics (26) are asymptotically stable.

Proof. In the case where each sensor uses the same measurement model, it follows that Fllc = Fy for all agents.
The error dynamics can then be simplified to

e = diag{FLAYY | (Iyw — (D;'L: ® In) ) ik
=(UN® FkA)((IN - (D;'L) @ In) ma
= (Un — (D;'LY)) ® FrA) mi1.

Due to the properties of the Kronecker product, we have that (Iy ® F.A) and ((Iy — (D;lLZ)) ®I,)
commute. This leads to the following inequality,

< hm

H(kau

From the stability of the NCLKEF, it follows that I}im (Hk F kA) = 0.IfETC (21) is satisfied for all agents events

lim Hl:[ ((n = (DLY) @ FrA)

lim HH(IN — (DL

we have that (I N — DEIL;) = Iy, while if ETC (21) is violated for some agents, the Laplacian LZ will correspond
to the new instantaneous topology and will not necessarily be symmetric. Finally, if ETC (21) is violated for
all agents then L;: = L. For all mentioned scenarios, the matrix (IN — D;lLZ) is row stochastic at each time
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step k, and thus its spectral radius is always unity, and in particular,

, <£sz£ (H(IN - D,?L;:)) =1,
k

since the product of row-stochastic matrices are row-stochastic. Therefore,

: . —17* ” _
limp, = lim (1:[ (Iv = (D;'L)) ® ];[FkA> o =0,
and the noiseless error dynamics are asymptotically stable. L]

The result of Theorem 2 is restricted to the homogeneous case where each sensor has the same measurement noise
characteristics. Although the proof for the stability of the heterogeneous case is not given in this article, we note that
numerical simulations show promising results; we explore this in Section 5.

So far we have discussed cases where the process is observable by each node in the sensors network. We now wish
to expand our results by constructing a strategy to cope with real-life scenarios such as sensors that may only function
intermittently, for example due to occlusion between the sensor and the process, or malfunction. This issue is tackled in
the following section.

4 | EVENT-TRIGGERED CONSENSUS KALMAN ESTIMATORS WITH
INTERMITTENT OBSERVABILITY

In this section we shall relax the assumption where all agents are able to measure the process (1). We consider the scenario
where the sensing agents have a fixed sensing radius r, and a measurement is available only when the process state is
within this radius. Formally, let p' € R¢ be the fixed position of sensor i for d € {2, 3}. Then the measurement model for
each sensing agent now has the form

, (27)
@, otherwise

; {ka +v, ke - Pl <7
where zf{ = (J means that there is no measurement available to agent i. Since the process state x; may not represent its
physical position in R?, we introduce the map h : R” — R¢ that maps its state to its position. This measurement model
is illustrated in Figure 3A. Here, the process state is indicated by the black node. All the blue nodes are able to sense the
process, while the red nodes are not. At the same time, the sensor agents are able to exchange information with each
other according to the underlying communication graph, indicated by edges in the figure. Note that as the process state
moves, the sensing agents may also change.

To cope with this scenario, we introduce some new notations to capture the state-dependent nature of the sensing
network. First, we consider the network G = (¥, £) of N sensing agents with an undirected communication topology (see
Figure 3A). Let L be the Laplacian matrix for the sensing network ¢ describing the available communication channels
between each agent. Let O, C V denote the set of agents that are able to measure the process according to (27) at time-step
k, and let Oy be the set of agents that are not able to measure the process. Thus it holds that O U O, = V for all k. We
define a directed network architecture to reflect the difference between the sensing and nonsensing nodes. This leads
to a time varying and directed communication graph (see Figure 3B) which is denoted by G;. The edge set of Gy is thus
determined by which agents can observe the process. Nonobserving nodes do not share any information with other nodes,
but are able to receive information from the sensing nodes. Let

0,0, = (@) | 1€ Ok, j € Ok, {i.j} € £,
Eopo, ={W)) | i.j € Ok {i.j} € €}, (28)
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(A) Undirected communication graph ¢. (B) Directed state-dependent graph G,.. (C) Broadcast gr: aph Gk

FIGURE 3 Example of (A) the communication graph G. The edges indicate which agents may be able to communicate with each other.
However, only agents inside the disc around the process obtain an observation (the blue nodes), leading to the directed graph G in (B). The
graph in (C) indicates a possible broadcast graph determined by the ETC. Notice that not all sensing nodes need broadcast. However, any
sensing node connected to a nonsensing node (red nodes) must broadcast.

be the set of edges connecting the observing agents to the nonobserving agents, and observing agents with observing
agents, respectively. Thus, G, = (V, €o.0,VEp,0,) =V, &r). Note that the observing agents have bidirectional edges
between them, while nonobserving agents only have incoming edges emanating from the observing agents. This is
illustrated in Figure 3B.

We make the following assumption on the time-varying structure of the graph ;.

Assumption 1. The graph ; is weakly connected at each time k. Equivalently, there exists a directed path
from every observing agent in ) to every nonobserving agent in Oy, and |Ok| > 1.

We now wish to extend our discussion by accounting for energy consumption in the form of communication loads.
This shall be done for observing agents only, as nonobserving agents shall not broadcast information according to the
aforementioned architecture. This distinction is made clear using the following ETM,

Lo A (8 e %) > N
0 7 ((xY L2 )<o’ @9
’ fk {xk}SE.N}U[j}a k) =

where ﬂzlc =1 means that the jth agent is broadcasting its state information and /};( = 0 means it does not broadcast.
Additionally, the following ETF is used,

-1 Jj €O
f ({~Sj}sej\/u )‘c7> =41 . JEUia Ni . j€E O, (30)
(Xjk_jclli) (ﬂé‘fg>‘5’ j¢Uie@kM,j€(9k

where ¥/ is formulated as in (6), § € R is some constant threshold, and N; denote the neighborhood of the ith agent with
respect to the sensing graph . The event-triggering function (30) is constructed such that nonobserving agent will not
broadcast their state estimation so that ﬂ]’{ = 0Vj € Oy. Furthermore, observing agents which are neighbors to nonobserv-
ing agents will constantly broadcast their state estimation so that ,b‘:{ =1Vjeln (UiE@kJ\/}). This ensures Assumption 1
holds. Finally, observing agents with no nonobserving neighbors will broadcast their estimates based on the SoD event
trigger condition so that ﬁ‘]’{ value is modified accordingly.

Let G, = (V, 8;) denote the transmission graph of broadcasting agents at step k. The edge set of G; is thus determined
by which agents are broadcasting such that & = {(j, 1) | ﬂ]]{ =1,j € N;}. Additionally, let Ly be the Laplacian matrix for
the directed sensing network Gy.
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To summarize, we have introduced three communication graphs: the available undirected communication graph G
(Figure 3A), the weakly connected communication graph Gy introduced to cope with partial nonobservability (Figure 3B),
and the graph Gy introduced to describe the instantaneous broadcasting nature of an event-triggered scheme (Figure 3C).
Note that 8;‘ - é'k.

We note that for this configuration, in order to ensure stability of the error dynamics, the consensus factor must be
reevaluated. This is due to the fact that the noiseless error dynamic for agents with no observations of the process are not
necessarily asymptotically stable in the noncooperative case. In fact, since in this scenario a nonobserving agent is just
propagating the state, we would expect to see the error diverge in some cases. Thus, the proof that was given in Section 3.1
is incompatible.

Additionally, the state estimator must be reconstructed as well. In this direction we consider the following
event-triggered consensus Kalman estimator:

. X +Ki(z, — Hi%,) + Cul ie O

A k k k "k’

% = s (31)
+C;{ © i€ O

where

- Al (FR - Fis).

JEN,

and F;c =I- K;'{H . Note that the innovation term nullifies for the nonobserving case as no local measurements are
obtained.

Now that our setup is complete, we may proceed to the stability analysis for the described configuration. Under the
case where each observing agent has the same observation of the process, we can arrive at the following result.

Theorem 3 (stability with partial observability). Consider a group of N agents interacting over a time-varying
graph Gy = (V, €00,V Ep 0,) as defined in (28) and satisfying Assumption 1, where each agent observes the
process (1) with the same state-dependent observation model (27). Let the event-triggered consensus Kalman
estimator be of type (31). Additionally, let the event-triggered mechanism be given as (29) with the event-triggered
condition (30). Finally, let the consensus gain be given as

1+ ),

i jeN; Pk

C,= 1 . (32)
e ie O
ZjeMﬂ;{

Then the noiseless estimation error is asymptotically stable.

Proof. We begin our proof by constructing the error dynamics for the observing agents and nonobserving
agents. Next we construct the joint error dynamics and prove that it is asymptotically stable.

In the case where each observing sensor uses the same measurement model, it follows that F ;{ =F\Vie O
. Thus, the error dynamics for observing agents are:

Ty 2 ()

n, = Fuif), +
jEN; ﬁ] JEN;

_ JEN; - .
= Fiff, + kZﬂ/”ll ———Fdjy,
1+Z]e/\fﬂ] JEN; Z ﬂ{{
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1
1+Z]E./\/ﬂ] (”k jgflﬁ]r/)

fl;c+1 = A”k' (33)

Similarly, since the innovation is nullified for nonobserving agents we have that F}{ = I,Vi € Oy and so,
the error dynamics for non observing agents are:

e DA

ZJGN ﬁ]](je./\/

=ﬁ§{+ kZﬂ]VIl

Z]e_/\/ ﬂ] jE/\/
—F Z ﬁ‘"?’
Z,eN ﬁ] JEN
My = Anps (34)

The joint error dynamics can now be constructed as such:

Nk = dlag{F;{A}il (INn - (DEILZ ® In)) k-1
= (Iy @ FrA)((n — (D'L)) ® In) 1k
= (Uy — (D'LY) @ FrA) mis.

where Dy = diag{d} })Y, and

d, =

1+ Y0 B €06

By Assumption 1 we have that d;{ > 0 for all agents, therefore the matrix Dy in invertible. Due to the proper-
ties of the Kronecker product, we have that (Iy ® FrA) and ((Iy — (D;lLZ)) ® I,,) commute. This leads to the
following inequality,

lim Hl:[ ((Un = (D'LY) ® FiA)

< lim HH(F;{A)

lim ”H(IN — (DL

The stability of the observers’ NCLKF is ensured as I}im ([T FxA) = 0. Additionally, ETM (20) dictates the

values of the instantaneous Laplacian L?, however the row stochastic property of the matrix (Iy — D;lLZ) is
not affected. Thus, its spectral radius is always unity such that,

p (%L‘?o (H(IN - D;lL;;)) =1,
k

since the product of row-stochastic matrices is row-stochastic. Therefore,
. T _ —1 7% '» —
limp = lim (1:[ (Iv—(D;'L)) ® 1:[FkA> no = 0.

and the error dynamics are asymptotically stable. u
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We have shown that by using a decentralized consensus gain, we may approach unique scenarios in which some of
the agents do not observe the process, and still obtain stability of the error dynamics. We strengthen our claim with a
numerical example in the next section.

5 | SIMULATION RESULTS

Consider a group of 20 agents that observe a process with fourth-order dynamics such that,

0.9997 0.1000 0
X1 = QL |xi + QL Jwy, (35)
—0.0056 0.9997
A B

where the state vector x; is composed of the position in R? (first and second elements) and the velocity (third and fourth
elements). The process initial state is set to be x, = [0, 20, —4.71,0]". The initial covariance matrix for each agent is set
to be Pf) = 2I,, and the agents’ initial estimates are normally distributed about the initial state. Additionally, the process
noise covariance is Q = 0.01 - I. The sensors are randomly positioned in some field of interest (see Figure 4) where a
communication link between two sensors exists only if their distance is below some threshold (<40 m). Furthermore, we
consider two sensing models: (1) the homogeneous sensing model where each agent measure the process with the same
observation model such that R' = R = 9 and

Hi=H-= [1 o] ®L, iell, .., 20}

and (2) a heterogeneous model where each agent with an even number measures the position while the agents with an
odd number measure its velocity such that:

i [1 0]‘8’12’ ie{1,3,..,19}
o [O 1]‘3’1% i€ (2,4, ..,20} (36)

The measurement noise covariance for the ith agent is R! = \/ZIZ.

20

-40 -20 0 20 40 60

FIGURE 4 A sensor network of 20 agents randomly positioned.
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We provide a comparison between six state estimators:

NCLKEF: the noncooperative local Kalman filter with null consensus gain;
CKF the sub-optimal consensus Kalman filter consensus gain (7) with the factor (17).

ETCKF1: the sub-optimal event triggered consensus Kalman filter with consensus gain (7), consensus factor
(17), and event-triggered condition (12);

ETCKF2: the sub-optimal event triggered consensus Kalman filter with consensus gain (18) and
event-triggered condition (12);

ETDCKEF: the sub-optimal event-triggered decentralized consensus Kalman filter with event triggered condi-
tion (21), § = 0.2, and the consensus gain (23);

POETCKEF: the sub-optimal event triggered decentralized consensus Kalman filter with event triggered condi-

tion (30), § = 0.2, and the consensus gain (32).

The performance of these estimators was tested over 100 Monte-Carlo simulations in which the process and measure-
ment noises were randomized. The compared performance measures are twofold. We compute the true averaged root
mean squared error (Figure 5), calculated as

1 MC N
RMSE = — El(nV)Tyi],
MC; ; [(n*)"nH]

where 5 is the ith agent state estimation error for the jth run. Secondly, the agents local energy consumption expressed
as total number of events per agent, denoted by # (Figure 6), calculated as

MC
ui = LZ#U
MC &

where MC is the number of Monte-Carlo runs and #% is the ith agent’s total number of triggered events for the jth run.
We begin our discussion with the homogeneous sensing model. Figure 5 illustrates the averaged RMSE for five esti-
mators. As shown, the ETDCKF is preferable in performance over the ETCKF1 and ETCKF2 and even over the CKF. This
is explained by the fact that for the ETDCKEF, the consensus term is weighted according to the number of neighbors each
agent has, while for the CKF all terms are weighted equally. Additionally, we see that the performance of the ETCKF1 is
slightly better than that of ETCKF2. This result corresponds to the relatively low communication effort of this filter with
respect to the others, as illustrated in Figure 6. Overall, in this sensing scheme all estimators show superiority over the
NCLKEF. The performance of all estimators is summarized in Table 1 where we compare the averaged communication

i
00

The process true and mean estimated trajectory (using homogeneous sensing model) is depicted in Figure 7, for a
single run with both the ETCKF1 (Figure 7A) and the ETDCKF (Figure 7B). As shown, the filters provides reasonable
tracking results.

Although we have proven the stability of ETDCKF for the case of homogeneous sensing model for all agents, we show
in the following that in fact it provide reasonable results for the heterogeneous sensing model as well. Figure 8 illustrate
the averaged RMSE for the discussed 5 estimators. As shown, the effect of the consensus, with respect to the NCLKEF, is
much more dominant here compared to the homogeneous case. This is understandable since the flow of information,
in this scheme, provides new “insights” for some agents. Specifically, ETCKF2 shows degraded performance compared
to ETCKF1, and slightly better performance than ETDCKEF. This too corresponds to the relatively low communication
effort of this filter with respect to the others. This is illustrated in Figure 9 where we see that estimators ETCKF1 and
ETCKF2 are conservative while ETDCKF consumes a relative large amount of energy. What is interesting to see is that
although the ETDCKF consumes more energy, its performance is degraded compared to ETCKF1, which indicates that
the estimator structure has a dominant effect on performance for this scheme. The performance of all five estimators is
summarized in Table 2.

effort computed in the following manner, - 100%, where 400 is the simulation time.
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FIGURE 5 Root mean squared error, comparison between 5 state estimators over 100 Monte-Carlo runs with a homogeneous sensing
model.
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FIGURE 6 Total events per agent for a 400 step simulation—a comparison between 3 event triggered estimators and the CKF with a

homogeneous sensing model.

TABLE 1 Estimators comparison for the homogeneous model.

Estimator

NCLKF
CKF
ETCKF1
ETCKF2

ETDCKF

RMSE Averaged com effort
6.2 0%

4.6 100%

4.7 82%

4.8 58%

4.4 88%
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FIGURE 7 Trajectory of the true state and the agents’ mean estimate utilizing ETCKF1 (A) and ETDCKF (B) for the homogeneous
model.
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FIGURE 8 Root mean squared error, comparison between five state estimators over 100 Monte-Carlo runs with a heterogeneous
sensing scheme.

The process true and mean estimated trajectory (using the heterogeneous sensing model) is depicted in Figure 10,
for a single run with both the ETCKF1 (Figure 10A) and the ETDCKF (Figure 10B). As shown, the filter provides good
tracking results.

To further demonstrate the robustness of the ETDCKF, we simulated an “unexpected” communication topology
switch at two time instances, at k = 50 and k = 150; see Figure 11 for the different instances of the graph topology. We
compared the sum of all agents MSE of a single run, with the heterogeneous sensing model, to that of the CKF and
NCLKEF, shown in Figure 12. In this scenario, the CKF estimator is maintaining the nominal communication topology
of the Laplacian eigenvalues for calculating (17). After the first network switch, this leads the CKF to become unstable
immediately afterwards, while the ETDCKF remains stable for the entire duration.

To conclude, we investigate the performance of the scenario where some of the agents do not obtain any measurements
during the course of the process state evolution. To do so, we simulate a limitation where the agents cannot measure the
process state once the physical distance between the process and the sensing agent is greater than some threshold. For
the following analysis, we change the initial state vector to be x, = [0, 40, —9.42,0]7. We use the heterogeneous sensing
model given in (36). The sensors are randomly positioned in some field of interest (see Figure 13) where a communication
link between two sensors exists only if their distance is below 40 m. Additionally we have simulated an out of range value
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FIGURE 9 Total events per agent for a 400 step simulation-a comparison between three event triggered estimators and the CKF with a
heterogeneous sensing scheme.

TABLE 2 Estimators comparison for the heterogeneous model.

Estimator RMSE Averaged com effort
NCLKF 14.4 0%
CKF 6.4 100%
ETCKF1 6.6 62%
ETCKF2 V2 55%
ETDCKF 7.7 74%
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FIGURE 10 Trajectory of the true state and the agents’ mean estimate utilizing ETCKF1 (A) and ETDCKF (B) for the heterogeneous
model.
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FIGURE 11 Communication graph at time steps (A) 1-49, (B) 50-149, and (c) 150-400.
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FIGURE 12 Sum of all agents mean squared error for 2 mid-run graph switch (at step 50 and at step 150), comparison between three
state estimators for a single run.

of r = 85 m, such that, according to (27), measurements are available only when

H([l o] ®12)xk —pi” < 8. (37)

This is illustrated for two time instances during the run in Figure 14 where nonobserving agents are marked in red.

Figure 15A depicts the events map of all agents as a function of time. Here, we find an averaged communica-
tion effort of 85%, which indicates that this scheme is effective compared to any time-triggered solution. Furthermore,
Figure 15B compares the sum of all agents” MSE for two estimators: the NCLKF and POETCKF. As shown, the POETCKF
provide reasonable results for a scenario with occasional partial nonobservability. This figure also captures the disad-
vantage in running the noncooperative estimator as the sum of MSE diverges since some of the agents’ observability
is lost.

To summarize this section, we have demonstrated superiority of our proposed centralized consensus gain com-
pared to existing solutions and the noncooperative Kalman estimator for both homogeneous and heterogeneous sensing
models. We have demonstrated robustness to time varying communication topology for the decentralized consen-
sus gain. Finally, we have shown an effective and simple architecture for scenarios in which some agents are locally
nonobservable.

85U80|7 SUOWIIOD BAITEa1D 3[ealdde auy Ag pauseno ae ssppiie YO ‘8sn JO Sa|n 10} A%iqiT 8UIIUO AB|IAN UO (SUOIPUOD-PUR-SLLBILIOD" A 1M A1q U1 UO//:SANY) SUORIPUOD PUe SWiB | 8L 88S *[7202/90/0T] uo Areiqiauliuo A8|im ‘ABojouyos | JO uonnsu| pess|-uoiuye 1 Aq 29.9°0Ul/Z00T 0T/I0p/uoo A8 |m Akeidjpul|uo//sdny wo.j pepeojumod ‘€T ‘€202 ‘6EZT660T



PRIEL and ZELAZO Wl L EY 7449
60 b
40 1
20
0 L -
20k |
40 b |
-60 . . . . . h
-60 -40 -20 0 20 40 60
FIGURE 13 Available communication graph for a sensing network with 20 agents.
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FIGURE 14 Observing and nonobserving agents for an 85 m out of range limitation at k = 50 (A) and k = 150 (B).
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FIGURE 15 Results for the partial observability case according to an out of range criteria of 85 m. The results presented are the events
distribution for all agents (left) and the sum of Mean Squared Error for all agents—comparison of the NCLKF and the POETCKF. (right).
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6 | CONCLUSIONS

‘We have presented a widely common sub-optimal event-triggered consensus Kalman filter scheme and proposed new
solutions for determining the consensus gain over a variety of data transfer architectures. In the centralized scheme,
we provided a full stability analysis for a unified consensus gain along with suggesting an event triggering condition.
In the decentralized scheme, we proposed a decentralized consensus gain which does not require global knowledge of
graph properties. Additionally, we relaxed the assumption that all agents have full observability and constructed an event
trigger architecture that deals with “blind” agents. Finally we have presented the effect of a low and high total event
percentage with respect to performance by comparing our solution to both the noncooperative local Kalman filter and
the continues consensus Kalman filter. For future research we recommend on expanding our results to include analysis
for the heterogeneous sensing model case. Additionally our methods can be projected onto other distributed filters such
as the consensus extended Kalman filter.
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